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$ -\ C . & ¢ A software simulating a network of integrate-and-fire

e W OmPUtef SClenCG ) "& BRI STOL neurons given a connectivity matrix has been implemented
Z A in Python. This produces outputs in the desired formats,

which in turn serve as the basis for conducting experi-
ments reflecting different network topologies.

Project outline

An elegant new formula for mutial information in spaces
without coordinates was proposed by Dr. Conor Houghton,
motivated by the problem of estimating information in the
space of spike trains, but applicable to any metric space.
Mutual Information tells us how much knowledge of one . - . B (;)

variable reduces uncertainty about another one. It is a ' : ' The main amount of research on information
powerful tool for quantifying relationships between ran- . y ‘ estimation and neural modelling has been made.
d.om. Variables. Like any information qqantity, in prac- An open ball R
tice it requires very large data samples in order to be B idt.s - X : - ) Two types of metrics, which best reflect neural
accurately estimated using the standard equation. , e . : g coding theories have been implemented.

This necessitates the use of alternative methods around a spike-train . : 5 . . V #|B]
for estimating probability densities, based on instance is defined in —— . : ~ N

which information can be approximated. a metric space.

Probability is used to

measure volumes.
X

Metric spaces Spike trains are » T Assuming the PMF is constant Future work
ifh.ise are sets V(‘i/'l’ﬁgl a c'(lhlft?nce or dlSSlH}I- obtained by szmu.latzng 6( Z) { S ( & ) o } in the ball, it 1s approrimated as : The cqmpletlon of the project
ALl y I ea S U O membrane potentials. consist of the follwing steps:

of their members. Volumes in them are - N\ ~ F#[B(zi,V)]
hard to estimate as there might be no 0.00 PXx (x@) i NV

: : ) o - A metric will be chosen
meaningful coordinates. Probability "N € is fized s.t. B contains the h nearest in order to compute mutual
however always gives a measure.

~0.06 neighbours of T, i.e. 1/ — h information using the formula.
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. - The model will be applied to
This measure cannot be used for entropy infere connectivity in a popu-

M ut u al infOr m at iO n N # [ B ( 87; 7 ,',,7; )] sz’;zce prob;bz:lz'ty 18 de{‘ined in terms of 12131(;)1111&(1);{1' If;lfl;)l:»lri ;ﬁigioggtuségg
1In metric spaces | , hiho
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| N their spike trains. This will
H(X) =~ — Z log, px (z;) =0 test if it works.
i=1

: - The resolution given by the
SuperYlsed by Dr. QOHOI‘ Houghton But one probability distribution size of the balls will be tuned
BSc anal—yea,r project can be used as a measure to to obtain optimal results.

N B Given N estimate others!
: - . - - - These results will then be
Neural 51gnalllng : e samples of two metric- :
Information is communicated betyveen N\ | - | space variables S € S, R € R : t;?i%a;??h“gfﬁ;}j?noori«zsszgn_
neurons as sequences of ste.reotyplcql - . oW g - . ’ dard methods.
events C.alled action potentials or spolkes. R B — T B <si,m, - _2> — {(s,r) € SxR:s€ Bg (32-, —1> .7 € Bp <7“z-, —2>}
Both spike firing rates and exact spike ] . N-N N N

timing convey transmitted information The mutual information is estimated using the count

of data points which fall in the cross-section of
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